Fast Odor Learning Improves Reliability of Odor Responses in the Locust Antennal Lobe

Maxim Bazhenov,1,4* Mark Stopfer,2,4 Terrence J. Sejnowski,1,3 and Gilles Laurent4
1The Salk Institute for Biological Studies
Computational Neurobiology Laboratory
La Jolla, California 92037
2NIH-NICHD
Bethesda, Maryland 20892
3Department of Biology
University of California, San Diego
La Jolla, California 92093
4California Institute of Technology
Pasadena, California 91125

Summary

Recordings in the locust antennal lobe (AL) reveal activity-dependent, stimulus-specific changes in projection neuron (PN) and local neuron response patterns over repeated odor trials. During the first few trials, PN response intensity decreases, while spike time precision increases, and coherent oscillations, absent at first, quickly emerge. We examined this “fast odor learning” with a realistic computational model of the AL. Activity-dependent facilitation of AL inhibitory synapses was sufficient to simulate physiological recordings of fast learning. In addition, in experiments with noisy inputs, a network including synaptic facilitation of both inhibition and excitation responded with reliable spatiotemporal patterns from trial to trial despite the noise. A network lacking fast plasticity, however, responded with patterns that varied across trials, reflecting the input variability. Thus, our study suggests that fast olfactory learning results from stimulus-specific, activity-dependent synaptic facilitation and may improve the signal-to-noise ratio for repeatedly encountered odor stimuli.

Introduction

Locust antennal lobe (AL) responses to odor presentations are oscillatory and temporally structured (Laurent and Davidowitz, 1994). AL oscillations have been shown to play an important role for signal decoding by downstream networks (Perez-Orive et al., 2004; Perez-Orive et al., 2002). Disrupting AL oscillations by application of the GABA_A antagonist picrotoxin leads to a loss of information about odors in mushroom body neurons (MacLeod et al., 1998; Perez-Orive et al., 2004). Behavioral experiments with honeybees show that oscillatory synchronization of AL neurons is needed for fine odor discrimination ( Hosler et al., 2000; Stopfer et al., 1997). Similarly, suppressing synchronous oscillations in the Limax procerebral lobe by L-NAME ( Teyke and Gelperin, 1999) reduced its ability to discriminate between similar odorants.

An interesting aspect of olfaction is that stimuli tend to repeat. Turbulent media (air or water) break up continuous streams of odorant into discrete filaments that pass separately and repeatedly over olfactory receptors (Murlis et al., 1992); in addition, iterative behaviors such as sniffing (in vertebrates [Gray and Skinner, 1988]) and antennal flicking (in insects and other arthropods [Mellon, 1997]) ensure repeated odor encounters, even in the absence of turbulence (as when odor sources are nearby).

Olfactory systems appear to exploit this feature of olfactory stimuli: in insects and vertebrates, odor responses in first-order olfactory interneurons can change dramatically over the course of repeated stimuli, independent of sensory adaptation (Stopfer and Laurent, 1999; Vanderwolf and Zibrowski, 2001). In the locust AL, projection neurons (PNs) respond to repeated odor trials with decreasing intensity (fewer action potentials), but increasing coherence and precision; PN action potentials become more precisely aligned with those in other PNs, evident in paired intracellular and multunit recordings and in the temporal evolution of oscillatory local field potentials (LFPs) (Stopfer and Laurent, 1999). Moreover, the coherent state carries more stimulus-related information (MacLeod et al., 1998; Stopfer et al., 1997). These short-lived, activity-dependent changes occur largely within the circuitry of the AL and are stimulus specific: changes induced by one odorant are not evident when a novel odorant is introduced, unless the novel odorant is chemically similar to the original one (Stopfer and Laurent, 1999).

Because it is difficult to make recordings from synaptically connected pairs of AL interneurons, the mechanisms underlying this plasticity have yet to be characterized. Here, in a realistic computational model of the AL (Bazhenov et al., 2001a; Bazhenov et al., 2001b), we test ideas about the sites and potential functions of this plasticity. It has been proposed that this plasticity endows a single AL circuit with the ability to perform two apparently opposing functions: first, signal the presence of a novel stimulus with a strong burst of activity (the system at rest is at peak sensitivity); and later, if the stimulus persists (and is thus potentially important), provide a more precise, discriminating description (Stopfer and Laurent, 1999). With our model, we propose and test an additional potential benefit of this plasticity; that it serves to improve the signal-to-noise ratio in responses elicited by repeated stimuli. The results lead to the prediction that fast odor learning is caused by activity-dependent facilitation of excitatory as well as fast and slow inhibitory synapses in the AL.

Results

Effect of AL Synaptic Plasticity on Network Responses

Recordings from the locust AL during presentations of novel odors demonstrated two important features used to constrain the model. First, the LFP oscillates very...
fast GABA<sub>A</sub> receptors could facilitate, and one in which (Stopfer and Laurent, 1999). To examine this phenomenon, odor encounters. An odorant does not elicit an oscillatory response even if it is presented repeatedly odor encounters. This suggests that both fast-type receptors and slow inhibitory synapses control the slow temporal structure of a realistic computational model of the AL (see Figure 1). The Network Model Included 90 PNs and 30 LNs.

To simulate odor presentation, a fraction (33%) of the total cell population was stimulated by time-modulated current pulses (see Experimental Procedures). Intrinsic interconnections between LNs and PNs were random with 0.5 probabilities. Open circuits indicate excitatory synapses, and closed circuits indicate inhibitory synapses.

little, if at all, during the first one or two trials with a new odor; rather, 20 Hz oscillations appear gradually over the first several trials. Second, the average number of spikes produced by PNs is greatly decreased during repetitive stimulation with the same odor; the slow patterning that is typical of PN responses is not always evident during the first trials (Stopfer and Laurent, 1999). Where might this plasticity reside? PN oscillatory coherence can be abolished by the application of picrotoxin to the AL (MacLeod and Laurent, 1996); this suggests that the strength of fast GABAergic synapses of LNs onto PNs might be low during the first few trials with a novel odor and gradually increase during subsequent presentations of the same odor. Application of picrotoxin, however, does not alter the average number of PN spikes (MacLeod et al., 1998; MacLeod and Laurent, 1996). Consistent with this, our previous modeling studies found that blocking fast GABA<sub>A</sub>-mediated inhibition in the AL model resulted in a loss of synchrony but did not change the average PN firing rate; in fact, the slow temporal structure of PN firing remained intact (Bazhenov et al., 2001a). This suggests that both fast-type receptors and slow inhibitory receptors controlling the slow temporal structure and rate of PN output might be modulated during repeated odor encounters.

To test these hypotheses, we prepared three versions of a realistic computational model of the AL (see Figure 1): one with fixed synaptic weights, one in which only fast GABA<sub>A</sub> receptors could facilitate, and one in which both fast and slow inhibitory receptors could facilitate (see Experimental Procedures). In facilitating models, the initial strengths of the inhibitory receptors were set to be too weak to maintain synchronous PN oscillations. Figure 2 shows the average network response (LFP) and membrane potentials for one PN and one LN from the network during the first five trials with an odor stimulus. The model with fixed, strong synapses responded with relatively consistent patterns in all five trials (Figure 2A). The model with initially weak, facilitating fast GABA<sub>A</sub> receptors (Figure 2B) displayed strong onset responses followed by reduced network activity, caused by the increasing activation of slow inhibitory receptors. Although oscillatory synchrony increased, as observed in vivo, the average number of PN spikes changed very little (less than 30%) during subsequent trials with the same odor, inconsistent with experimental results. These results are quantified in Figure 3B (left).

Figure 2C illustrates the results obtained when both fast and slow inhibition could facilitate. This network started with intense PN responses only partially reduced by initially weak slow inhibition. PN firing rates were high during the first few trials and decreased over subsequent trials, a result of the facilitation of slow inhibition (see Figure 3B, left). Figure 2D shows experimental results from locust illustrating both the increase in oscillatory power and the decrease in spike count over trials with the same odor. Thus, our model suggests that facilitation of both fast and slow inhibitions during repetitive trials is needed to account for our experimental results.

Modulations of the Synaptic Structure by Odor Stimulation

In the model with facilitating fast and slow inhibition, as in the locust, the power of AL 25–30 Hz oscillations greatly increased during the first few presentations of a stimulus (Figure 3A). Spectral analysis of the LFP produced by the model (Figure 3B, right) showed that 25–30 Hz oscillatory power increased most noticeably within the first few trials. The number of stimulus-induced PN spikes also changed most noticeably during these first three trials (Figure 3B, left). The number of trials required to attain an oscillatory response depended on the rate of facilitation. Figure 4 shows the distribution of synaptic weights for fast and slow LN–PN synapses over the model network for each trial. Most of the changes occurred during the first two to three trials, and the synaptic weight distribution became approximately stationary after seven to eight trials. This figure also shows that only about 40% of the inhibitory synapses in the network became facilitated during stimulation: these were the synapses activated by the stimulus; those not activated remained weak. Similar changes occurred for inhibitory synapses between LNs (data not shown).

Stimulus Specificity

In vivo experiments in locusts showed that a novel odorant does not elicit an oscillatory response even when it follows a coherence-inducing series of presentations of a different odor. If the two odors are chemically similar, however, some carryover will occur (Stopfer and Laurent, 1999). To examine this phenomenon with our model, we used two sets of inputs. “Chemically similar” inputs were simulated by activating nonoverlapping (~50%) sets of PNs and LNs from the network; “chemically distinct” stimuli were simulated by activating nonoverlapped subsets of neurons. Figure 5 shows examples of three different odors where odors A and B were distinct, and odors B and C were similar. After the first few trials with odor A, the network response became oscillatory (Figure 5A), the number of PN spikes decreased by more than 50%.
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Role for AL Plasticity in Improving Reliability of PN Responses

The processing of olfactory stimuli includes two opposing goals: one is to accurately distinguish different but related odors; the other is to correctly classify noisy instances of the same stimulus. Spatiotemporal representation may increase the sensitivity and capacity of the AL, but they might decrease reliability when faced with noise (e.g., variations of the intensity of activation, identities of activated PNs, or transient or unreliable “background” stimuli). Could fast learning in the AL improve the reliability of the odor responses? We examined this question by investigating the role of synaptic plasticity in the AL.

We found that plasticity in the AL can significantly improve the reliability of odor responses. Specifically, we observed that plasticity in both fast GABA_A-type and slow GABA_B-type synapses can lead to a more reliable response to odor stimuli. This improvement is due to the facilitation of the slow inhibitory receptors, which helps to maintain a stable firing rate during training. Without facilitation, the PN firing rate changed very little during training.

Figure 2. Evolution of the AL Responses over Repeated Stimulus Presentations

(A) No plasticity.
(B) Plasticity in fast GABA_A-type synapses only.
(C) Plasticity in both fast GABA_A-type and slow GABA_B-type synapses. Without facilitation of the slow inhibitory receptors, the PN firing rate changed very little during training (spike count quantified in Figure 3).
(D) Simultaneous recordings of LFP, PN, and LN from the locust reveal similar response evolution. Application of odor indicated by 500 ms line beneath responses in each panel. Calibration: stimulus bar, 1 s; vertical bar, 0.6 (LFP), 18 (PN), 5 (LN) mV.

(Figure 5B, left), and the integrated power of LFP oscillations (20–30 Hz) increased significantly (Figure 5B, right). After nine trials with odor A, the stimulus was changed to odor B. Because this input was different from A, it activated a different subset of inhibitory synapses between LNs and PNs. These synapses being untrained by odor A, the network displayed naive responses to the first few trials with B. PN spike count and integrated LFP power also changed (Figure 5B). Finally, C was introduced after nine trials with B. Because C is similar to B, changes were less dramatic, and trial 1 displayed very strong oscillations already (Figure 5A); PN spike count and integrated LFP power changed little between the last trial with B and the first trial with C. These results are in a good agreement with experimental data from locust (Figure 5C). In this example, A (pentanol) and B (hexanol) are related, while C (geraniol) is distinct from both A and B. Note the carryover from A to B and the naive LFP in trial 1 with C.

When a number of different stimuli were presented in sequence to the model network, coherency of the resulting responses depended on the history of stimulation. Depending upon the recovery time to naive synaptic weights, a series of sufficiently different stimuli could saturate the network, such that eventually, any new input immediately produced an oscillatory response (data not shown). This saturation diminished when the interval between stimulus sets increased, so that synaptic weights could decay to initial values between stimuli. In vivo, the half-time for recovery from fast learning plasticity is about 4–6 min (Stopfer and Laurent, 1999).
serve to enhance the reliability of odor identification? During repeated odor presentations, the effects of noise would be minimized, since its contribution would be different on each trial, mainly affecting untrained, weak synapses. Thus, fast learning might enable repetitive presentations of a stimulus in a noisy environment to create a pattern of activity similar to that evoked by repetitive presentations of a noise-free stimulus.

We used the AL model with intact synaptic plasticity to test this idea. To a set of neurons representing a “pure” and consistent stimulus (33% of the population; see Figure 1), for each trial, we added a small, variable subset (up to 5% of the total population, 3% in most experiments) of additional neurons selected randomly to create a pattern of activity similar to that evoked by repetitive presentations of a noise-free stimulus.

During repeated odor presentations, the effects of noise would be minimized, since its contribution would be different on each trial, mainly affecting untrained, weak synapses. Thus, fast learning might enable repetitive presentations of a stimulus in a noisy environment to create a pattern of activity similar to that evoked by repetitive presentations of a noise-free stimulus.

When only the LN input contains noise. We start with this unrealistic but simple case, because it allows us to better explore the proposed hypotheses. We will then consider the more realistic case of noisy activity in both LN's and PNs.

We quantified response reliability by comparing the firing phase of PN spikes in consecutive trials. For each cycle $i$ of the LFP oscillation, the phase of each PN spike, $p_i(k,l)$ (where $k$ is trial number and $l$ is cell number) was measured relative to the nearest LFP peak ($-0.5 < p_i < 0.5$; $p_i = 0$ corresponds to the $i$th peak of LFP; $p_i = \pm 0.5$ corresponds to the nearest LFP minima). Ten trials with different input noise were simulated, and the difference between phase distributions of each consecutive trial $[\Delta p_i(k,l) = p_i(k,l) - p_i(k-1,l)]$ was calculated. Figure 6 shows the results (first four cycles of LFP oscillations) when only LN input contained noise. Red pixels indicate neurons where spike phase changed greatly between trials (phase shift was more than 10% of the period of LFP oscillations), and light blue pixels indicate the neurons with only small changes in spike phases (phase shift was less than 10% of the period of LFP oscillations). Results show that the network with synaptic plasticity responded with much more consistent spatiotemporal patterns from trial to trial despite random input fluctuations. The network lacking fast learning, however, responded with patterns that changed markedly between trials, reflecting the input variability. This difference between the two models was most prominent during the first 200–250 ms of odor stimulation and became less significant later. After the fourth odor-induced oscillatory cycle, across-trial variability was slightly increased in the model that included plasticity but was reduced in the model lacking plasticity (see Figure 6). This change of correlation between response patterns over the odor duration is similar to dynamic odor decorrelation found in the experiments with zebradish (Friedrich et al., 2004; Friedrich and Laurent, 2001).

To quantify the effect of plasticity, the difference between PN spike phases at nearby trials with noise $[\Delta p_i(k,l)]$ as shown in Figure 6 was first averaged across all PNs and across all trial pairs $[<\Delta p_i(k,l)>_{x,yn}]$. This experiment was repeated independently $n = 10$ times with different noise; the average phase difference $[<\Delta p_i(k,l)>_{x,yn}]$ was plotted versus cycle number $i$ (Figure 7A, left). During the first three cycles in the network with plasticity, this amount of variability was greatly reduced, to about 30% of that for the AL model with fixed
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Figure 5. Effect of Stimulus Change on the Network Response

(A) Example of LFP evolution. When input A was changed to a different stimulus B after nine trials (arrow shows time of change), the network produced a naive response. Similar stimulus C (second input change) evoked a partially oscillatory response from the first presentation.

(B) The number of odor-elicited PN action potentials (left) and integrated LFP power (20–30 Hz) (right) for one set of trials with odors A, B, and C (as above) quantify the network’s responses to stimuli different from and similar to that used for training.

(C) LFP recordings from the locust show similar response dynamics. Pentanol and hexanol are similar odorants, whereas geraniol is different. Calibration: stimulus bar, 1 s; vertical bar, 0.6 mV.

AL Model with All Synapses Possessing Plasticity

In an effort to bring the results of the model in line with experimental observations, we next examined a network in which all intrinsic synapses, excitatory as well as inhibitory, could undergo plasticity. Afferent synapses delivering odor input to the AL network remained fixed. Figure 8 presents results for an AL model identical to the previous one except that excitatory PN-PN and PN-LN synapses were no longer fixed. Their initial values were set to 33% of the weights of the previous model, and the rate of facilitation was chosen such that they saturated at the same rate as in the previous model, after a few trials. Figure 8A shows details of LFP
Figure 6. Odor Learning and the Reliability of PN Responses

In addition to the “pure” stimulus, noise (see Experimental Procedures) was added to the input in all trials. For each cycle of the network oscillations, PN spike phase was calculated relative to the nearest LFP peak. Each plot (9 × 10) displays differences between spike phases on adjacent trials \( k-1 \) and \( k \) (90 PNs, ten trials total for \( k = 9 \) to \( k = 17 \)); four LFP cycles are shown. Dark blue indicates silent cells. Light blue indicates those PN spikes that were different between trials by less than 10% of the period of LFP oscillations (100% corresponds to the distance between LFP peaks). Red indicates PN spikes with phase differences exceeding 10%. The model with plasticity produced significantly smaller variability in spike phase [ANOVA: \( F_{\text{model}}(1,6479) = 147.81; p < 0.00001 \)].

Discussion

Because of medium turbulence and olfactory behaviors, odor stimuli often reach olfactory receptors as brief, intermittent pulses. Intracellular and LFP recordings in the locust AL have revealed stimulus-dependent changes in PN and LN response patterns over repeated odor presentations (Stopfer and Laurent, 1999). When a novel stimulus was presented, the PN ensemble responded with intense and nonsynchronized bursts of spikes. After four to six presentations, however, PN response intensity decreased, while spike time precision increased, and coherent network oscillations emerged. Training with one odor did not affect the AL response for a different odor, suggesting that the modification during training was stimulus specific.

Here we used computer simulations to test two hypotheses: (1) that a specific form of synaptic plasticity in the AL provides a mechanism for activity-dependent changes of the AL responses in locust; and (2) that these modifications might serve to improve encoding reliability for repeatedly encountered stimuli. Facilitation of activated fast GABAergic synapses between LNs and PNs in the AL network was sufficient to explain the appearance of PN oscillatory synchronization after the first three to four trials. To account for the experimentally observed decrease in PN spike count during the first few trials, we found that facilitation of the slow inhibitory synapses had to be implemented in the model. Synaptic weights changed mainly during the first three to four trials and completely stabilized after six to seven trials. Importantly, only a fraction (about 40%) of synapses, those activated by the odorant, were modified following stimulation. Therefore, when the odor used for training was replaced with a different odor, a different set of synapses became active, and the network displayed its naive response again. This result is also in good agreement with experimental findings (Stopfer and Laurent, 1999).

In our model, plasticity took the form of facilitation of reciprocal connections among LNs and PNs. Could other forms of plasticity such as depression of excit-
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Figure 7. Effect of Learning on the Precision of PN Spiking

(A and B) AL model with facilitation of inhibitory synapses only. (Left) Only the LN input contains noise. (Right) Both PN and LN inputs contain noise. (A) Difference between PN spike phases at consecutive trials with noise (as shown in Figure 6), averaged across all PNs, across ten trial pairs (starting from trial pair 8-9), and finally, across ten independent trial sequences with different noise. Synaptic plasticity reduced the effect of the input noise to LNs by more than 30%.

(B) (Top) PN spikes were counted in 10 ms bins during “odor” stimulation. For each bin, a standard deviation of PN spikes across ten trials, <STD>, was calculated starting from trial 10 and then averaged for all PNs in the network. Each trial lasted 500 ms. (Bottom) <STD> was averaged across ten independent trial sequences with different noise. Average <STD> obtained in the model with inhibitory plasticity, <STD>OnlyGABA, was subtracted from the result obtained in the model without plasticity, <STD>NoPlasticity.

(C) Average difference between PN spike phase distributions (left) and average STD (right) for the AL model where all synapses display facilitation during repetitive stimulations. Both PN and LN inputs contain noise. Plasticity in all synapses greatly decreased response variability despite the presence of input noise.

atory or inhibitory synapses contribute as well? Our attempts to replicate experimental results using several such configurations were unsuccessful. This was expected, because the importance of the fast GABAergic connections within the AL for creating synchronized PN oscillations has been shown in several experimental (MacLeod et al., 1998; MacLeod and Laurent, 1996; Stopfer et al., 1997; Stopfer and Laurent, 1999) and modeling (Bazhenov et al., 2001a; Bazhenov et al., 2001b) studies. What cellular mechanism might underlie the facilitation we postulate? Short-term synaptic enhancement may have a timescale of minutes (Fisher et al., 1997; Zucker, 1989; Zucker, 1996), which matches the experimental observations (Stopfer and Laurent, 1999). Activation ofCa2+ conductances in AL neurons (or in other locust neurons [Laurent et al., 1993]) followed by increase in intracellular Ca2+ concentration could control these synaptic modifications.

It has been proposed that activity-dependent changes of the AL responses could be important for odor detection and recognition. An initially intense but asynchronous response could provide strong input to and response from the mushroom body (Perez-Orive et al., 2004) and lateral protocerebrum targets, thus underlying rapid detection of novel odorants; more precise PN responses to subsequent samplings would provide a finer characterization (Stopfer and Laurent, 1999). Here, we propose an additional function for fast learning in AL responses—resistance to noise with a resulting increase in the reliability of responses to repeatedly encountered odors. When the input to the AL contains noise (due either to stimulus fluctuations or to noise in the receptor array), a slightly different subset of PNs is activated at each trial with the same odor; therefore, the spatiotemporal patterns of PN activation will be somewhat different each time. We show here that input-specific plasticity within AL synaptic interconnections can substantially reduce the effects of noise, exploiting the fact that noise differs from one trial to the next and thus, each time, activates untrained (weak) synapses. Plasticity at inhibitory synapses only was sufficient to improve the reliability of PN responses against noisy input to LNs. To diminish the effect of noise present in PN inputs also, plasticity in excitatory synapses within the AL network was required as well. This additional plasticity had a small effect on the tem-
Figure 8. Plasticity of Excitatory Synapses and Reliability of PN Responses

(A) Evolution of the AL responses over repeated stimulus presentations in the network with both excitatory and inhibitory synapses possesses plasticity. Note reduced onset response during first trial (i.e., relative to Figure 5A).

(B) The number of odor-elicited action potentials in PNs as a function of trial number. (Inset) LFP power spectra calculated for the first three trials.

(C) Intertrial difference plots; both PN and LN inputs contain noise. Plasticity greatly reduced trial-to-trial response variability [ANOVA: Fmodel(1,6479) = 254.73; p < 0.00001].

Temporal evolution of AL response patterns during repetitive odor presentations but provided a greater increase in the reliability of PN responses for noisy input. Synaptic plasticity within the locust AL has yet to be characterized. Therefore, our work with realistic models including noise leads us to predict that both excitatory and inhibitory synapses undergo activity-dependent and input-specific facilitation.

In the locust AL, relatively high odor concentrations elicit stronger and more coherent oscillations (Stopfer et al., 2003). Our modeling study suggests that strong and synchronized oscillations in the AL induced by high-intensity stimulation might facilitate both excitatory and inhibitory synapses between LNs and PNs. If so, these changes could facilitate the generation of oscillations in the AL upon subsequent odor stimulation, thus potentially increasing AL response reliability for low concentrations of odors previously encountered at high concentrations. The same odor presented in higher concentrations activates larger sets of glomeruli (see, for example, Friedrich and Korsching, 1997; Sachse and Galizia, 2003; Spors and Grinvald, 2002; Wachowiak and Cohen, 2003; Wang et al., 2003). This suggests that training at a higher concentration of a particular odor will facilitate a larger set of synapses. When another, different stimulus is presented right after one that was applied at higher concentration during learning, we would expect to find an oscillatory response starting from the first trial. The outcome of these experiments will depend, however, on the extent of overlap between sets of intrinsic AL synapses involved in the AL responses for different odors and different odor concentrations.

Conclusion

Our study indicates that synaptic plasticity in the AL can fine tune and optimize network structure to increase the information content and reliability of odor representations for repeatedly encountered odors, as occurs in natural plumes. The absence of fast LN-mediated inhibition during presentations of novel odors prevents PNs from synchronizing but, at the same time, produces more intense bursts of spikes during the initial phase of the response, leading to potentially broader but less specific responses in the mushroom body. A buildup of fast inhibition enables AL oscillations, thus improving odor discrimination. Facilitation of both inhibition and excitation endows the network with a resistance to noise, insuring more reliable responses in the AL, and presumably, in downstream targets, to repeated odors.

Experimental Procedures

Electrophysiology

Locusts were prepared, and recordings were made, as previously described (Bazhenov et al., 2001a; Bazhenov et al., 2001b). Briefly,
intact, adult locusts (Schistocerca americana) were restrained, and their brains were exposed within a bath of physiological saline. Odor puffs were delivered by olfactometer through a pipette (1 cm diameter, placed 2–3 cm in front of the animal’s antenna) and were quickly removed by a large vacuum funnel placed 5 cm behind the animal. Intracellular recordings were made using 0.5 M potassium acetate filled glass micropipettes (200 MΩ); LFP recordings were made using blunt, saline-filled glass micropipettes (tip ~10 mm; 3–7 MΩ), and were later band-pass filtered (5–55 Hz) by a software algorithm (MatLab, the Mathworks).

Computational Model: Intrinsic Currents
Each PN and LN was modeled by a single compartment that included voltage- and Ca2+-dependent currents described by Hodgkin-Huxley kinetics. These models were proposed earlier (Bazhenov et al., 2001a; Bazhenov et al., 2001b) and were modified for this study. The model of LNs included a transient Ca2+ current $I_{\text{Ca}}$ (Laurent et al., 1993), a calcium-dependent potassium current $I_{\text{KCa}}$ (Sloper and Powell, 1979), a fast potassium current (Traub and Miles, 1991), and a potassium leak current $I_{\text{K}}$. Current kinetics were adjusted to 23°C. The intrinsic currents were described as follows $I_{\text{m}} = g_m m^H(V - E_m)$, where $g_m$ is a maximal conductance, $E_m$ is reversal potential, and $m(t)$ and $h(t)$ are activation and inactivation variables. In most of the simulations, the maximal conductances and passive properties were $C_m = 1.43 \times 10^{-4} \text{F/cm}^2$, $g_m = 0.0215 \mu\text{S}$, $E_m = -50 \text{mV}$, $g_{\text{K1}} = 0.0292 \mu\text{S}$, $g_{\text{K2}} = 0.29 \mu\text{S}$, $g_{\text{KCa}} = 0.0335 \mu\text{S}$ for LNs and $C_m = 1.43 \times 10^{-4} \text{F/cm}^2$, $g_m = 0.0215 \mu\text{S}$, $E_m = -55 \text{mV}$, $g_{\text{K1}} = 0.0057 \mu\text{S}$, $g_{\text{K2}} = 7.15 \mu\text{S}$, $g_{\text{K2}} = 1.43 \mu\text{S}$ for PNs. Many of these conductances were systematically varied in our study to find the limits of observed phenomena.

The $I_{\text{Ca}}$ current used for LN had $M = 2$, $N = 1$, $m_\alpha = 1/t_\alpha + \exp\left(-(V - 20)/6.5\right)$, $h_\alpha = 1.5$, $h_\beta = 1/t_\beta + \exp\left(-(V + 25)/12\right)$, $t_\alpha = 0.3 \exp\left(-(V - 40)/13\right) + 0.002 \exp\left(-(V - 60)/29\right)$.

The $I_{\text{KCa}}$ current used for LN had $M = 1$, $N = 0$, $m_\alpha = [\text{Ca}]/[\text{Ca}] + 2$, $t_\alpha = 100/[\text{Ca}] + 2$.

The $I_{\text{K}}$ current used for LN had $M = 4$, $N = 0$, $m_\alpha = A/\alpha + B$, $t_\alpha = 4.65/(A + B)$, $A = 0.02(35 + V)/(\exp(35 + V) - 1)$, $B = 0.5 \exp(-40 + V)/40$.

The $I_{\text{K}}$ current used for PN had $M = 4$, $N = 1$, $m_\alpha = 1/t_\alpha + \exp\left(-(V - 60)/8.5\right)$, $t_\alpha = 0.25 \exp\left(V + 35.8/19.7\right) + \exp\left(-V + 79.7/12.7\right)$, $h_\alpha = 1.0(1 + \exp(V + 79.7/12.7))$, $t_\beta = 0.25 \exp\left(V + 46.0+/5\right) + \exp\left(-V - 23.8/37.45\right)$ if $V < -63 \text{mV}$, $t_\beta = 4.81$ if $V > -63 \text{mV}$.

$I_{\text{Ca}}$ and $I_{\text{K}}$ were modeled as in Traub (1982). For all cells, $E_{\text{K}} = 50 \text{mV}$, $E_{\text{Ca}} = -95 \text{mV}$, $E_{\text{Na}} = 140 \text{mV}$. For LN, intracellular Ca2+ dynamic was described by a simple first-order model: $d[Ca]/dt = -A I_{\text{Ca}} - [Ca] - [Ca]_0$, where $[Ca]_0 = 2.4 \times 10^{-4} \text{mM}$ is the equilibrium intracellular Ca2+ concentration, $A = 2.86 \times 10^{-5} \mu\text{M/ms}/(\alpha + \mu\text{A})$ and $\tau = 150 \text{ms}$.

Computational Model: Synaptic Currents
All synaptic inputs to each neuron (LN or PN) in the model can be classified as intrinsic (from other LNs and PNs) or extrinsic (from olfactory receptor cells) (see Figure 1). Extrinsic inputs were modeled as current injections as described in the previous section. All simulations, small-amplitude current in the form of Gaussian noise ($\sigma = 10\%$) was introduced to each cell to achieve random and independent membrane potential fluctuations. To simulate external inputs (odor stimulation), 33% of the LNs and PNs, randomly selected, were activated by current pulses that had a rise time constant of 100 ms and a decay time constant of 200 ms. The current used for each pulse was calculated as the total synaptic current produced by N Poisson distributed spike trains (each with average spike rate $\mu$) arriving at N-independent excitatory synapses. Each glomerulus in the locust AL is thought to receive between 100 and 200 axons from olfactory receptor neurons (Laurent, 1996). In our simulations, $N$ was set to 200, and $\mu$ was set to 100 Hz to match the membrane potential fluctuations recorded in postsynaptic PNs in vivo (see, for example, Figure 2 in Wehr and Laurent, 1999). In some experiments, to model noisy stimuli, 3% of LNs, and in some cases, PNs, randomly selected every 50 ms, were activated during each stimulus presentation, in addition to the set of neurons representing a “pure” stimulus. In all simulations, “noise” was included in all trials.
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